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Reconstruction and roughening of a catalytic P€110) surface coupled to kinetic oscillations
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Three-dimensional reconstruction and roughening of(21Bt surface is studied with the help of a qualita-
tive Monte Carlo model. A distinct CO adsorption uptake on different surface phases is taken into account. The
computations show that a “missing row” structure with defects relaxes to a more ¢$tdl)efaceted structure.
The CO+ O, reaction kinetics is modeled by a phenomenological equation with a cubic nonlinearity repro-
ducing a correct qualitative picture of oscillations. The surface roughening developing under the reaction
conditions causes slow changes in catalytic activity of the surface. A nanoscale front betweenltrend
1X2 phases disintegrates due to repeated phase transitions caused by CO coverage oscillations. Defect for-
mation and roughening dominate the dynamics of surface phase transitions. A one-dimensional extension of the
model reproduces microscopic traveling waves on the CO diffusion scale.
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. INTRODUCTION CO+0,/Pt(110) reaction with the help of a realistic RD
model [20] reproduced spiral waves patterns under oscilla-

Catalytic reactions on oriented single crystals often extory, excitable, and bistable conditions. Phenomenological
hibit rate oscillations and produce a variety of spatiotemporamodels of the FitzHugh-Nagumo type reproduced qualita-
patterns on the.m scale[1]. The most thoroughly studied tively target patterng21] and spirals of different shapes in
system of this kind is CO oxidation on (10 [1-4]. The  NO reduction on R{L10) surface[22], as well as traveling
mechanism of rate oscillations and pattern formation in COwvave fragments in excitable media3]. In all these models
+ O, /Pt reaction under low pressure isothermal conditions ispatial coupling was introduced through adsorbate surface
based on an adsorbate-induced surface phase transition cafiffusion, including also effects of surface anisotropy
trolled by the CO coverage. [22,23.

It is well known that(110 and (100 surfaces of many A somewhat different approach was taken in models
transition metals undergo reversible surface reconstructiobased on the dynamics of fronts in systems with separated
[5] which can be lifted by some adsorbates, e.g., CO or NGpatial scales, including the transition between Ising Bloch
[6-9]. The reconstruction reduces the surface energy of &onts[25-27 and taking into account effect of front curva-
clean (110 surface of a face-centered culificc) lattice of  ture [28—30. Generally, a front is defined as a boundary
such metals as Rh, Pd, Ir, Pt, Au, Ag, etc., by creating théetween two stable or metastable states of a short-scale field
“missing row,” or 1 X2 structure with the sides of the rows variable set into motion under the action of a long-range
forming (111) facets. Since thélll) structure is character- controlling field variable. The commonly used models in-
ized by lower surface free energy, the geometries exposinglude a long-range inhibitor shifting the equilibrium between
the most extensivel1l) facets are favorefl0—12. Higher-  the two competing states of a short-scale activator. Due to
order IX n superstructures are favored as well, in as much athe large scale separation, the equation of the short-scale
they exhibit(111) facets[10]. variable can be replaced by a kinematic equation of bound-

The reconstruction is lifted at high CO coverage. The re-ary dynamicgBD) for the normal speed of the front depend-
stored IX1 structure has higher catalytic activity, mainly ing on the local value of the long-range variable as well as
due to a larger oxygen sticking coefficient. The reaction rethe curvature. This method has been applied to model laby-
duces the CO coverage, prompting reconstruction, etc. Thenth patterng29] and islands dynamics on a roughened sur-
adsorbate plays the role of a fast global activator in a comface[30]. The BD method is also applicable to strongly an-
mon oscillation and pattern formation mechanism, while thdsotropic surface$31].
phase transition responsible for changes in catalytic activity Neither usual MF models nor BD method are able to re-
plays the role of a slow inhibitor. Since both<1l—1X2 solve the local dynamics of surface reconstruction and take
reconstruction and its reverse involve mass transport, rénto account surface roughening and faceting, which may
peated transitions accompanying kinetic oscillations maystrongly affect catalytic activity13—18. This prompted the
lead to roughening and faceting of an originally flat surfaceinterest to application of Monte CarlMC) techniques al-
This, in turn, may cause slow changes in average catalytitowing us to elucidate nanoscopic effects of surface recon-
activity observed in the experimefit3-18. struction[32,33. Imbihl et al. [32] reproduced qualitatively

A number of more or less realistic phenomenologicalthe development of a regular facet structure due to the sur-
mean-field(MF) models based on reaction-diffusigRD) face restructuring on Pt10 during CO oxidation with the
systems have been developed during the last decade in ordeglp of a one-dimension&llD) MC model. Experimentally,
to describe microscopic spatiotemporal patterns in catalytithe faceting is observed within a certain range of CO pres-
reactions[19—31. Simulation of pattern formation in the surespcg, and leads to an increase in catalytic actiyit@—

1063-651X/2002/66)/0516019)/$20.00 66 051601-1 ©2002 The American Physical Society



M. MONINE AND L. PISMEN PHYSICAL REVIEW E66, 051601 (2002

18. The 1D model has, of course, severe limitations, since [110]
only 1D interactions between nearest neighbofiNll) sites
can be included.

MC simulations of the X2—1X1 transition caused by
CO adsorption were carried out by Thostrtpal.[33] using
realistic values of the energies of Pt-Pt interactions; the re-
sults compared well with scanning tunnel microscGp€&M)
observations. Another MC model extended to micro-scale
[34] described explicitly the adsorbate dynamics and kinetics
of CO oxidation, but accounted for thexll= hex recon- 0
struction on RtLOO just by tagging the surface sites. This
model generated spatiotemporal patterns even without the
inclusion of CO diffusion, as the reaction-driven front re-
moved the adsorbates from NN adjacent sites and caused 0
surface phase transition and local synchronization of oscilla-
tions. Zhdanov and Kasem@®5] simulated explicitly both
the reversible X2=1X1 reconstruction on a 2D lattice
and adsorbate dynamics. The displacement of both Pt atoms
and adsorbate was governed by a Metropolis {G&37. FIG. 1. Representation of the(B10) surface (a) [ 110]-section
The probabilities of the elementary steps, such as CO gnd Qf a roughened110) surface(b) The surface relief is characterized
adsorption and desorption,@issociation and COO reac- by the matrix of heights of top site@nteger numbeps Free top
tion, were deduced from macroscopic data, and the energiedoms marked by an asterisk are allowed to move.
of Pt-Pt interactions were similar to those used in R88].
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The reconstruction model included, however, only motion in IIl. THE MODEL
a 2D plane and did not take into account 3D roughening By our definition, the(110) surface of a fcc lattice con-
effects. sists of N? nodes; each of them is marked by an integer

The aim of this communication is to give a qualitative defining the upper occupied level, as shown in Fig. 1. Only
Monte Carlo model describing dynamics of B0 surface  atoms occupying free top sitege., not covered by any
reconstruction and 3D roughening and faceting under reageighboring atom in the higher layeare allowed to move.
tive conditions on atomic scale. The model, described in deTheir total number never exceeMg; the upper limit corre-
tail in Sec. Il, accounts explicitly for 3D motion of Pt atoms sponds to the regularX1 structure. It is assumed that the
but treats the more diffusive adsorbate as a global variablatomic structure has no overhangs, i.e., each surface atom is
averaged over surface nanodomains. We first apply thialways based on four occupied sites in the layer below. More
model in Sec. Ill to the study of equilibrium surface structuredetails can be found in Ref39]. The energy of the surface
and relaxation following a step change of adsorbate coveratoms is assumed to be dependent on the occupancy of the
age. Next, we describe in Sec. IV the dynamics of roughenfour nearest sites in the same layer:
ing coupled to kinetic oscillations on a nanodomain with the
adsorbate coverage constant in space. We use phenomeno- E_E E
logical kinetic equation of the time-dependent Ginzburg- T4 Mk,
Landau (TDGL) type, which is known to give a correct
qualitative picture of oscillations. We show in Sec. V thatwhere the index denotes the “vertical” and “horizontal”
fronts between X1 and 1X2 phases do not persist on an NN positions {=v,h) and E; is the Pt-Pt binding energy
atomic scale but disintegrate due to surface roughening. lbetween NN atoms. The vertical and horizontal directions

Sec._ VI we extend our nano_scale model to larger sc_ales iNgre parallel tq 1T0] and[001] axis, respectively. The differ-
cluding the adsorbate diffusion, and show that spatial synence betweel, andE,, accounts for the anisotropy of the
chronization of chemical oscillations leads to formation Of(llo) plane. A positiveE, makes 1x 2 reconstruction ener-
propagating waves with the wavelength commensurate Wityetically favorable, whereas the<Il structure becomes pre-
the adsorbate diffusion range. ferred whenE,, decreases below zero.

A more realistic kinetic Monte Carl(KMC) [37] simula- The general dependence of binding energies on CO cov-
tions taking into account distinct activation barriers for el- erage ¢) reads

ementary atomic jumps and using realistic adsorbate dynam-

ics will be described in a future communication. KMC Ei=e+q(0), 2
simulations consume much more computer time because re-

alistic transition rates for slow and fast process may differ bywheree; is ith energy component for the clearx® surface
7-10 orders of magnitud@&8]. Our preliminary data suggest and the functiong;(#) accounts for the repulsive action of
that the effects of reaction-induced roughening obtained her€O molecules adsorbed on pairs of NN top atoms. We as-
with the help of a simple phenomenological model are resume that CO molecules migrate rapidly between adjacent
tained qualitatively also in KMC computations. NN top sites. This allows us to use a mean-field approxima-

@
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a) , AE;
01 1x2 —=1x1 W;=min exr{ - kB_T) A, )
E eV T—~_
00 ] 01 02 o304 05 06 07 08 09 whereAE; is the energy difference between the new and old
0.1+ E; positions kg is the Bpltzmann_constarﬁeWK] andT is the
. temperature. Activation energies are not taken into account,
-0.2 which actually implies that all possible transitions are as-
] E, sumed to have identical activation energies. The reconstruc-
—03- tion attempts are carried out in the following sequeriea
0co random upper-layer atom is selected on the lattice by using a
b) O1op congruential generator of uniformly distributed pseudqran-
0.05f CQ+Oreaction ~ 1x1 dom npmbgr$37,4(]); (i) fqr thg chosen frgg atom, possible
™ transition sites are determine(j) the transition is executed

with the probability defined by Eq5). The number of at-
tempts equal to the lattice dimensio\2, is called a Monte
Carlo step(MCS).

A realistic mean-field model of the COO,/Pt(110) re-

1x2 CO adsorption action contains three dynamic variables describing the cov-
0641 0.2 0.3 0.4 0.5 0.6 erages of CO, atomic oxygen and activex(1) phase9].
co Nevertheless, only CO adsorption is known to be important

. . . . for the surface reconstruction. The reconstruction process
FIG. 2. (a) The linear dependence of NN-interaction energies on,.” . . . .
CO coveragd. (b) The nulicline of Eq(6) showing an adsorption- limits th.e catglytlc _aqt|V|ty of the Surface,.whlle the. oxygen
reaction hysteresis. The levef denotes the Maxwell construction. gdsorptlon, dissociation as well as Chemlqal reaction ocpur-
(Coexistence of the two phases is kinetically unstable. ing on active surface patches can be considered as relatively
fast processes. We focus our atention on the reconstruction
tion for CO coverage. It is well known that CO adsorption Problem and, for the sake of simplicity, replace the realistic
destabilizes the X 2 state favoring the % 1 structure. This chemical kinetics by a TDGL equation which reproduces a
can be modeled by making,, a decreasing function of the correct qualitative picture of oscillations. Therefore, rather
surface-averaged CO coveragewhile keepingE, constant. than solving two ordinary differential equations including

As saturation CO surface coverage is reacligdends to be co and Q quorphon/ desorptlon, O d_|ssouat|on_ and
close toE, , so that IX 1 patches are almost isotroffig3] chemical reaction terms, we will use a single equation for a
v .

Taking into account the fact that CO sticking probabilities on9!0Pal variablev of the same form as in Reff21]:
different surface configurations are not the sa@8], we

assume the following linear dependence of the interaction ia_v: — 3= (6)
energies ory: y' dt v
CO
E o tax f7x1 on 1X1 phase @ wherey’ is a time scale ratio. The variablemodels action
i=€tQq; S0 on the rest of configurations, of the CO adsorbate lifting theX2—1X1 reconstruction

and plays a role of “fast activator.” The oxygen coverage is

with slaved to the CO coverage and therefore its action is not
included explicitly. Equation(6) has two stable stationary

95«‘31: O] 0151+ (1—6,4)/k]"1  and gggt: 3fgl/k, states biased by the level of a “slow inhibitor,” which is

(4 defined here in such a way that the lewet 0 corresponds to
the Maxwell construction. We interpret it here as a surface

where 652, and 652 are CO coverages onXl1 phase and state variable that models adsorption and catalytic properties
the rest of the configurations, respectivelyis the total CO  of the surface. The multiplicity region in E¢6) lies within
coveragef, « is the surface fraction of X1 phase and the the interval— 2/\3<v=<2/\/3, therefore, the correspondence
ratio 1k describes a relative uptake of CO on thx2  to the actual CO coverage is established through the relation
patches and defects. The values used in the following comy =2/\3(e6—1). We define the feedback of the surface
putations aree,=—0.225 eV, e,=0.05 eV, q,=0 eV, g, structure through the fraction of active top sites by setting in
=—0.275 eV. The values of, ande, were chosen to be Eq. (6) 7=8(6;,,— 6*). This introduces a bias in favor of
close to those used by Thostrapal.[33]. We have fittedy, the low-coverage state due to chemical reaction when the
and gy, in order to obtain the onset ofX{2—1X1 recon- fraction of active top sitesf,,, is high, and in favor of
struction whend reaches the critical valué.,~0.25, in ac- the high-coverage statédue to CO adsorption when
cordance with the experimef@]. The linear dependence of ng is low. In the ideal case we would have may) =1
E, andEjy, on ¢ is shown in Fig. 2a). The transition prob- (N“ free top atomp on the IxX1 surface and mirg,p)
abilities for surface atoms are calculated according to the=0.5 (N?/2 free top atomson the 1x 2 surface. Then the
Metropolis rule[36] level »=0 should correspond t6* =0.75 and the constant
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0 441 fects. The phase coexistence interval extends to higher CO
coverages at larger values of the paramktést 6>0.6, the
0. 1X1 phase prevails. The fraction o<1 phase is calculated
0 asfix1=n;1x1 /N2 wheren,, is the number of atoms in a
’ close-packed configuration, i.e., those having eight nearest
0. neighbors. Boundary atoms are not counted; therefore, the
maximum value off,,, is about 0.85. The simulations of
0. the surface relaxation indicate that the<2 surface with
defects may be unstable. At low temperatur@s-@50 K)
02 0.2 0.6 0.8 1 the 1x 2 surface shown in Figs.(d), 4(b) is thermodynami-
6co cally stable. An increase of temperatufie~1100 K) causes

the relaxation of a relatively flat X2 surface to thé111)-
coverage simulated at varied values of CO uptake tatior com- dynamics of this transition is presented in Figéc)44(e).
parison, the steady-state dependencéf, on ¢ obtained from  The gyaijlable datfll] suggest that X n superstructures are
the surfa_ce phase transition model of Krisckeal. is shown by the more stable than thex2 surface, but the conditions causing
dashed line. such higher-order reconstructions involve some more com-
plicated treatment, e.g., heating in an oxygen atmosphere. At
the same time, experimental studies show that at Aigh
(about 1025 K a well-ordered X2 surface undergoes a

B should be equal to 8/(3). Since, however, the surface
structure has many defect,, never reaches either 0.5 or 1.

The variation rangeA 0tgp is less than 0.5, therefore, it is o,ghening transition to disordered state. This transition can-
appropriate to choosé*<0.75, «>2, and 8>8/(3y3),  not be described without taking into account activation bar-

e.g., 0" =0.74, «=3.2, andp=4.2. Figure ) illustrates  jers for atomic jumps in our model. Introducing activation
the nullcline of Eq.(6) and the hysteretic relaxation between energies will prevent fast reconstruction to the stafiEL)-

the two states. _ _ faceted structure blocking the following reconstruction.
We solve numerically the following equation:

a0 2 8
yil—:—(2¢9— 1)— (20_1)3_a(6top_ %), IV. OSCILLATIONS AND ROUGHENING

a3 33

Since repeated phase transitions accompanying kinetic os-
cillations involve mass transport, it is natural to expect an
increase of roughening during the oscillations. This is, in-
deed, confirmed by the computations presented below. The
roughening occurs as a result of the reverseli->1Xx2
transformation initiated by a fast decrease of CO consumed
by the reaction. The Pt atoms blocked by CO in the close-
packed X1 configuration at high® hop to the layer above

()

with y=y'/3/4. The constany characterizes the reaction
rate. In the following computations we choasé=0.01 and
vary y. The variablef,,, is averaged over the entire nan-
odomain surface.

The computations have been carried out in the following

sequence(i) executing 1 MCS 2N? attempts on the atomic h i CO f th f Th
lattice usingé from the previous time step to calculate the as soon as the reaction removes rom fhe surtace. 1he

transition probabilities(ii) solving Eq.(7) on the next time hopping occurs most easﬂy_on t.hose. atomic conf|gl_,|rat|ons
step using the data on the surface relief and CO fraction@here only one (1@) NN pair exists, i.e., at boundaries of
from the previous time stefjii) computing statistical char- 1Xx1 domains. Atomic steps formed at the initial stage of
acteristics of the surface daté,, and dispersionto be used such a transition are distributed in an irregular way anng the
in the next iteration. The following computations have beerpoundary, but further decrease of CO favors formation of
carried out on the nanodomain lattice consisting 6f307  atomic rows in the (1@) direction, leading to the formation

atoms. of a 1Xn surface structure. The lowest energy state is
The surface roughening is measured by the variance akached when the number @01) NN pairs of Pt atoms is
top occupied lattice sites, (L?)—(L;)?, where i  reduced to a minimum. When CO covers the surface again, it
=1,...,N? The variance is equal to 0.25 and 0.5 for theshifts a part of the top Pt atoms to the layer below to form
ideal 1X1 and 1X 2 structures, respectively. the 1X 1 structure which has more capacity for CO adsorp-
tion. Single Pt adatoms remaining on the upper layer migrate
lIl. SURFACE RELAXATION chaotically on the quasistablexll surface and merge in

clusters. Thus, chemical oscillations cause formation of ter-
We investigate first the equilibrium surface structure. Theraces on the surface.

saturation curves shown in Fig. 3 have been obtained from As new atomic layers are built onto the terraces, the sur-
long run computations at different values of CO coverdge face relief develops pyramid-shaped hills. Mobility of the

and uptake ratik. At 6<0.1 the 1X 2 state covers the sur- atoms forming the hill slopes is strongly restricted, and
face. Small patches of thexll phase nucleate &~0.2.  therefore they are not involved in the reconstruction. Thus,
Further increase of leads to the formation of large islands the regime of oscillations changes with the development of
of the 1X 1 phase coexisting with thexX12 patches and de- 3D surface roughening. More ordered pyramid structure can
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FIG. 4. Relaxation of the X2 surface(a) A [1T0] section showing the X 2 structure(black circle$ and 1X n superstructurégray
circles with a larger area of111) facets.(b) and(d) fragments of the X2 and Ix n surfaces(c) and(e) a 1X2— 1Xn transition caused
by an increase of temperatufe The fraction of(111) facets#,,, increases while the fraction of the thf10]-oriented rowsty,,, 6;x2
decreases.

form spontaneously, with the pyramid sides consisting ofthrough a front propagation would be expected in a MF
stable(111) facets parallel to (TQ) axis. model. MC computations show, however, that the front dis-
The development of roughening depends on the reactioimtegrates due to effects of roughening. Figure 7 shows a
rate. When the reaction rate is relatively slow~1) the sequence of frames captured at different time moments dur-
oscillation period fluctuates randomly and does not show @ng externally imposed stepwise changes @f The first
tendency to regular growth, while the oscillation amplitudeframe shows coexisting®21 and 1x 2 patches separated by
decreases. In the case of a high reaction rate 1), the  the front when CO coverage is about the Maxwell construc-
amplitude remains large but the oscillation period tends tQjon value#=0.3[see Fig. 2b)]. The simulations are carried
grow with increasing roughening. A&=1, the roughening out at a sufficiently low temperature in order to prevent
increases gradually with time at any valuesyofthe active  nucleation of defects inside thexi2 phase and the further
surface area decreases, and eventually the oscillations stegconstruction through a “hole eating” mechanism. Thus, the

[Figs. §a), 5(b)]. The oscillations dynamics is sensitive to two phases, as well as the front between them are stable in
the fraction of top sites involved in the reconstruction pro-mean-field approximation.

cess. Aterraced surface obtained after the halt of oscillations A decrease o (frame 2 causes the boundary atoms to

is shown in Fig. 6. The final state fluctuates close to the righhop to the higher layer. This initiates a fingerlike structure

hand side extremum of the nullclif€&ig. 2b)]. Increasing propagating along th&110] direction. The following in-

the parametek extends the bistability region, as shown in . ooqa off (frame 3 causes formation of disorderedxl

Fig. 3. Atk=1.5, 2, and 3, the oscillations do not stop; the . .sters and the rows of thex2 phase merge near the

roughening remain§ relative_ly low and fluctu_ate_s about aVelfont. Tﬁe frames 4 to 7 in Fig. 7 show further front disinte-

age levels depending dn[Fig. 5(c)]. No oscillations were g ation under successive changesoSuch an instability of

obtained at Iargek._ . the front leads to a strong increase of roughening. Figure 8
At k:1'the. variance grows'contlnuogsly even gﬂer thejustrates the atomic transport between the upper surface

halt of oscillationg Fig. 5(c)]. This result disagrees with the layers. The variance measures the dispersion of atoms be-

experimental observations and calculations of Imiehal. —een different layers averaged along f891] direction.
[18,32. This contradiction can be resolved in KMC calcula- thg |apels in Fig. 8 mark the curves in accordance to the
tions[38] where activation barriers for atomic jumps are aS-frames in Fig. 7

signed. The simulations show that the interphase front disinte-

grates during the oscillations. Since the number of top atoms

on 1X1 phase is twice that onX2 phase, the phases cannot
If the initial conditions include a sharp boundary betweenpropagate without forming defects. Propagation of the21

the X1 and 1IX2 phases, spreading of a more stable statghase recovering thexX1 surface and keepingX2 order

V. NANOSCOPIC FRONT DISINTEGRATION
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=t tions aty=10k=1. The simulated area consists 0k 30? atoms.
| 88 (The lattice scale ratio 32 is not preserved in this and the follow-
] ing figures)
E Mper | | g
! rection. We define a set of nanodomainis=(, ... ny),
» » ! where eachth nanodomain is described by the average frac-
<L™>-<L> : tions of CO and top sitesé and 6;,,;). All assumptions
———— 1 specified before are valid for the extended model. The recon-
(c) oscillations ! struction attempts proceed uniformly on the entire surface
5 halt, k=1 fluctuations about  zrea, but the respective transition probabilities depend on the

CO-covered 1x1 state  cO coverage inside the particular nanodomain. Thus, there is
no need of boundary conditions between the domains inside
the simulated area. Periodic boundary conditions have been

= (7 K%)]

36 used only at the edges.
2 EE The governing equation reads:
! 83

°° 196 _2 (260—-1) 8 (260—1)%—a(by,— 6%)

20 40 60 80 100 120 140 160 fy _—— — _— — —a —
3 ot \/§ 3\/§ top
t110° MCSI1
2
FIG. 5. (a) Oscillations aty=10 andk=1. The oscillation pe- " D5_9 )
riod increases prior to a halt of oscillations at about 73200 MCS. ax2’

(b) The logarithm of the oscillation period vs the number of cycles
at variousk. (c) The development of surface roughening at different
k. The time moment when the oscillations stop is marked by an
arrow.

beyond the front is impossible due to the mass balance at th || it 1
front. The phase propagation results from nucleation nea l“

defect locations and local reconstruction inside the majority
phase. All of the above is true for any configuration of the
front separating the X 2 and the X 1 phases, but at high

a front parallel to[ 110] axis is more stable than that ori-
ented perpendicularly to tHel 10] axis.
FIG. 7. A series of snapshots showing disintegration of a “per-

V1. WAVES ON MICROSCALE pendicular” front caused by stepwise change of CO coverdgeé
sharp boundary between the alternative phases coexisting at

In order to take into account the effect of microscopic CO=0.3. (2,4,6: propagation of the X2 phase at lowd. (3,5,7:
diffusion, the system has been extended spatially in one disropagation of the X 1 phase at higty.
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\V 0.4 lation arey=10,D=3.

et opposite directions with the same constant speed up to a

TR TR TR TR TR collision point. Since the pe_r|0d|c boundary cond|t!ons haye
- . been used, the wave traveling to the left appears in the right
[110] «— distance [top atoms]

side of the simulated area. The same diffusivity has been

FIG. 8. The variance of top occupied lattice sites averaged alon[iJIsed in both computations. The propagation speed and wave-

the [001] axis. The numbers at the curves correspond to the sna| engths ar_e insensitive tq the surface ani_sotropy. This finding
shots in Fig. 7. agrees with the conclusions presented in R2f.and con-

sists in that the anisotropy of the experimentally observed
whereD is the CO diffusivity on microscale. We solve Eq. microscale patterns is attributed only to the adsorbate diffu-
(8) by means of an implicit schenjd0]. The adsorbate vari- sion which is, actually, not the same in tf@01] and[110]
able ¢ is discretized on a grid ofiy nodes. A single nan- directions. Figure 10 shows thexil—1X2—1X1 transi-
odomain consists of 8% atoms, so that 1 MCS2N?ng. tion between the nanodomains when the wave passes along

The simulations started from random initial conditidas  he [110] axis. The width of the propagatingx12 zone

uniform random distribution of top atoms wit?)—(L)*>  (microscale wavgis about 0.1—0.4.m.
~0.5). The grid consisted of 200 nanodomains, each con-

taining 2x50° atoms. The Pt lattice constant along the

[110] axis is 2.77 A[7] and the lattice scale ratio ig2. VIl. CONCLUSIONS
Thus, a single nanodomain measure$4 nmx 20 nm and Kinetic oscillations on a catalytic surface involve pro-

the estimated length of the simulated area extends to aboybgses with widely separated spatial and temporal scales. It is
2.8 um in the [110] direction, or to about 4um in the  not practical to use the same algorithm to model slow surface
[001] direction. restructuring, on the one side, and relatively fast adsorption,
Figure 9 shows the development of 1D waves in the modsurface diffusion and reaction involving the adsorbate, on the
els extended if110] (a),(b) and[001] (c),(d) directions. other side. Both are necessary ingredients of the mechanism
The (x,t)-contour plots of the CO coverage for the full set of of oscillation and pattern formation on the catalytic surface,
nanodomains illustrate spontaneous formation and propagand patterns developing on then scale strongly depend on
tion of chemical waves. At the initial stage, one sees unifornrnanoscale surface phase transition and roughening.
oscillations starting after 400 MCSnapshotsga),(c)]. At the Our way to overcome the computational challenge pre-
following stage, oscillations in single nanodomains tend tosented by scale separation is to apply the MC algorithm to
desynchronize, but synchronization between neighboringhe motion of Pt atoms only, while using use the mean-field
nanodomains is maintained due to the microscale CO diffuapproximation for the CO coverage. The CO fraction on the
sion. This leads to the formation of traveling waves seen irsurface is averaged over the entire nanodomain area. A
Figs. 9b), 9(d). The waves eventually split and run in two simple linear dependence of Pt-Pt binding energy on the av-
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netic equation generates oscillations accompanied by revers-
ible surface reconstruction. The repeated atomic transitions
cause roughening and faceting of an originally flat surface.
The oscillations period and amplitude are sensitive to the
fraction of active top sites and to the value of CO uptake
ratio k. A terraced surface has a reduced number of top atoms
which can be involved in the reconstruction process. Mobil-
ity of the atoms on facet slopes is restricted; this may cause
halt of oscillations on strongly roughened or terraced surface.
An increase ok causes slower relaxation between the alter-
native surface phases and reduces roughening.

A spatial extension of the model including microscale CO
diffusion reveals local synchronization of oscillations and
formation of traveling waves. The propagation speed of the
waves and wavelengths are insensitive to the surface anisot-
ropy. The microscale anisotropy stems from the anisotropic
CO diffusion. The propagating fronts separating the alterna-
tive surface phases develop on the CO diffusion scale, which
is the characteristic scale of patterns observed in the experi-
ments. This scale far exceeds the diffusion scale of Pt atoms,

FIG. 10. Snapshots of nanodomains showing a propagatingut the pattern formation as well as oscillations are sensitive
nanoscale Xk1—-1X2—1X1 transition(a single traveling wave to defects and roughening statistics governed by the short-
is shown. scale processes.

Our model is qualitative, as it does not include activation

eraged CO coverage, accounting also for different CO upl_:)arriers and realistic kinetics. It catches qualitative features
takes on different surface configurations, allows us to faithf kinetic oscillations and dynamically induced roughening,
fully describe the reconstruction process, in qualitativeUt cannot reproduce order/disorder transition at high

agreement with the experiment. Computations taking into account activation barriers for

Our simulations demonstrate that defect formation andingle atomic jumps will be presented in a forthcoming com-

roughening dominate the dynamics of surface phase transihunication.
tions. The surface relaxation runs show that the2lsurface
with defects reconstructs to more stablxid superstruc- ACKNOWLEDGMENTS
tures. When the initial configuration has a sharp boundary
between the X1 and 1x 2 phases, this nanoscale front dis- This research has been supported by the German-Israeli
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